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Abstract—We present a cell-based multiscale model for 
avascular tumor growth aimed at investigating the tumor 
morphology under hypoxia condition. At the extracellular level, 
the diffusion of oxygen, glucose and hydrogen ions describe the 
chemical dynamics involved in metabolism. At the cellular 
level, a Glazier-Graner-Hogeweg (GGH) model describes 
cellular dynamics including cell proliferation, viability and 
adhesion. At the subcellular level, the expression of protein p27 
regulates the cell cycle. In this model each tumor cell reacts to 
the local environment by changing its phenotype. For example, 
tumor cells can adapt to the low oxygen concentration in the 
tissue by undergoing anaerobic metabolism. In particular, we 
have analyzed cancer cells can undergo quiescence (G0 phase in 
the cell cycle) by increasing their levels of p27, which increase 
their survival chances in hypoxia situation. This model 
produces a layered structure avascular tumor that 
quantitatively in agreement of B16F10 melanoma in vivo 
experiment measurements. 

Keywords-avascular Tumor; hypoxia; p27 expression; GGH 
model; multiscale  

I.  INTRODUCTION 

A. Biology Background 
Tumor evolution is a complex phenomenon involving 

many interrelated processes across a wide range of spatial 
and temporal scales. Solid tumors are known to progress 
through two distinct phases of growth-the avascular phase 
and the vascular phase [14, 15]. Avascular growth refers to 
the initial, diffusion limited phase of a solid tumor during 
which the rate of tumor expansion depends on the critical 
nutrients (e.g. oxygen and glucose) diffusing into the tumor 
mass from the surrounding tissue. The nutrients become 
scarce rapidly due to the limited number of normal tissue 
vasculature present in the tissue. It is well documented that 
low oxygen concentrations (hypoxia) alter the progression of 
cell division cycle [19]. Normal and cancer cells response to 
hypoxia in remarkable different ways, whereas normal cells 
usually undergo apoptosis when the hypoxic stress is too 
intense or persists for too long, cancer cells exhibit higher 
resistance to hypoxia. However, cancer cells eventually die if 
the DNA is significant damaged. Plenty of research results 
have suggested that cancer cells undergo anaerobic 
metabolism in poor oxygen situation [25, 9]. Anaerobic 
glycolysis is less efficient at generating energy molecules 
(ATP) and produce lactic acid (H+) as a by-product. 
Constitutive up-regulation of glycolysis is also observed 

even in the presence of adequate oxygen supplies, which was 
first observed by Warburg [5]. 

Cell cycle refers to the series of events that a eukaryotic 
cell has to proceed orderly in order to undergo division. Four 
distinct, ordered phases constitute a cell cycle: DNA 
synthesis (S) and mitosis (M) alternate with one another, 
separated by two "gap" phases (G2 and G1) of preparation 
and growth. If cells sense inadequate growth conditions (e.g. 
hypoxia) or receive inhibitory signals prior to the G1/S 
transition (restriction point), they abandon normal 
progression and enter a resting state (G0), also called 
quiescence. In this state, most of the cell functions are 
suspended, most notably, proliferation. Progression through 
the cell-division cycle is regulated by the coordinated 
activities of cyclin-dependent kinases (CDK) that are 
sequentially regulated by cyclins D, E, and A [26]. The 
CDKs induce downstream processes by phosphorylating 
selected proteins. However, to do this, they must be activated 
by binding to the cyclins. Cyclins undergo a cycle of 
synthesis and degradation parallel to the cell division cycle. 
One level of regulation of these cyclin-CDK complexes is 
provided by their binding to CDK inhibitors (CKIs). Two 
CKI gene families have been identified according to their 
evolutionary origins, structure, and CDK specificities [30]. 
Members of the INK4 (inhibitor of CDK4) family of CKIs 
(p15, p16, p18, and p20) inhibit the activity of both CDK4 
and CDK6, while members of the Kip/Cip family of CKIs 
(p21, p27, and p57) inhibit specifically the activity of CDK2 
by binding both to cyclin E/CDK2 and cyclin A/CDK2 
complexes [37]. CDK network is very complex, for 
modeling purposes, we only take into account the p27 
protein expression in regulating the G1/S transition.  

p27 are rarely found in human cancer cells [29]. 
According to Park et al.'s experiment report [27], p27 is 
produced as a regulator of cell proliferation [13]. p27 was 
shown to be induced by hypoxia, leading to G1/S arrest [16, 
19]. Upregulation of p27 induces cancer cell's ability to 
survive under hypoxic stress by entering a quiescent state 
(G0). Hence, we assume that the p27 levels in cancer cells 
are high likely relative to oxygen concentration. We suppose 
that the machinery of tumor cell entering quiescent state is 
basically triggered when p27 is below some threshold value, 
and we estimate this threshold value ranges accounting for 
experimental observations.  
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B. Computational Background 
Since cancer biology problems are intrinsically specific, 

heterogeneous and multi-scale, cancer modeling has 
employed a wide range of techniques depending on their 
biological focus. Most of the current models are hybrid 
(adaptive finite-element/level-set model [42], hybrid cellular 
automaton [18], Potts model [38], cell-centered off-lattice 
model [17]) since they integrate both continuous and discrete 
variables and are able to incorporate biological phenomena 
on various temporal and spatial scales. One of widely used 
cell-based model is Glazier-Graner-Hogeweg (GGH) model 
[4]. The GGH model is a cell-oriented framework for 
defining a biological structure consisting of the configuration 
of a set of generalized cells, each represented on a cell lattice 
as a domain of lattice sites sharing the same cell index, a set 
of internal cell states for each cell, and a set of auxiliary 
fields. The cellular dynamics of GGH is implemented based 
on an Effective Energy or Hamiltonian which encapsulates 
almost all interactions between modeling components. At 
extracellular level, a set of partial differential equations 
(PDEs) and boundary conditions are used to describe the 
evolution of the environment fields. At intracellular level, 
ordinary differential equations (ODEs) can be integrated to 
define certain cell behaviors which depend on such as 
genetic regulatory pathways. Recently, a preliminary 
integration of the GGH modeling environment Compucell3D 
[11] with a famous biochemical modeling tool Systems 
Biology Workbench [35] which allows enhanced 
construction of more comprehensive models at subcellular 
level. 

In this paper, we present a cell-based multiscale model to 
simulate avascular tumor growth under hypoxia situation. 
This model focuses on describing dynamics of multicellular 
tumor mass growth that accounts for nutrient supply and 
cancer cell's ability of adapting to hypoxia environment. 
Starting with a single cancer cell, this model eventually 
produces a layer structured avascular tumor. This model also 
describes few interactions between cancer cells and the extra 
cellular matrix by switching from aerobic to anaerobic 
metabolism. We estimate and validate part of system 
parameters by comparing the simulation results with 
experiment data. 

II. MATERIALS AND METHODS 

A. The GGH Methodology 
Our simulation of avascular growth models uses the 

Glazier-Graner-Hogeweg model (GGH), a lattice based, 
multi-cell, stochastic model which describes biological cells 
and their interactions in terms of Effective Energies and 
constraints. GGH models have been used to simulate tumor 
growth including the beginning spherical morphologies [23], 
tumor angiogenesis [38] and the malignant fingered tumors 
[39]. In GGH model, cells are spatially-extended domains, 
which reside on a collection of lattice sites (i.e. voxels) at 
locations ଓԦ, sharing the same cell index, ߪ. Each cell has an 
associated cell type, ߬. The Effective Energy, ܧ in our model, 
determines a cell's configuration, motility, adhesion, and 
response to extracellular signals. The Effective Energy in our 

simulation includes constant volume cells interacting via 
differential adhesion: 

 

ܧ ൌ  ܬ ቀ߬൫ߪሺଓԦሻ൯, ߬ሺଔԦሻቁ ቀ1 െ ,ሺଓԦሻߪ൫ߜ ሺଔԦሻ൯ቁపԦ,ఫԦ ௦ߪ  

 ሻߪሺݒሺ߬ሻሺߣ െ ௧ܸሺ߬ሺߪሻሻሻଶఙ             ሺ1ሻ 

 
where ݒሺߪሻ is the volume in lattice sites of cell ߪ which is 
constrained to be close to the target volume ௧ܸ  , and ߣ߬ is 
the inverse compressibility of cells of type ߬ ܬ .  ቀ߬൫ߪሺଓԦሻ൯, ߬൫ߪሺଔԦሻ൯ቁ is the contact energy per unit area 
between neighboring cells ଓԦ and ଔԦ. െ2ߣሺݒሺߪሻ െ ௧ܸሻ is the 
internal pressure in cell ߪ. To model cytoskeletally-driven 
cell motility, the cell lattice evolves through attempts by cells 
to extend their boundaries into neighboring cells' lattice sites, 
slightly displacing the neighboring cells which currently 
occupy those sites. This cell rearrangement dynamics is 
relaxational Monte-Carlo-Boltzmann-Metropolis dynamics 
[4, 20, 24]. For each step, we randomly select a cell 
boundary voxel and attempt to displace a randomly chosen 
neighboring cell's target voxel and calculate the Effective 
Energy change ܧ߂, if the source cell displaced the target cell 
at that voxel. If ܧ߂  is negative, i.e., the change is 
energetically favorable, we accept it. If ܧ߂  is positive, we 
accept the change with probabilityܲ ൌ  ݁ି௱ா/்  , where ܶ 
denotes intrinsic cytoskeletally-driven motility. On an N sites 
lattice, N displacement attempts are made in one Monte 
Carlo Step (MCS). 

To model the dynamics of chemical fields (nutrients, 
wastes etc) diffusing in the domain, a set of time-dependent 
partial differential equations (PDEs) are involved. The 
substrate diffuses and is consumed by the tumor cells at a 
constant rate per cell: ߲߲ܿݐ ൌ ଶܿߘܦ  ݂ܵ െ  ሻ                      ሺ2ሻݔܰሺܥ

where ܦ , ܵ  and ܥ are positive constants representing 
the substrate c's diffusion constant, production rate and 
consumption rate per tumor cell respectively. This model 
contains only three chemical fields, which are oxygen, 
glucose and hydrogen ions. 

Our model contains four tumor cell types: normal, 
hypoxic, quiescent and necrotic. Normal tumor cell becomes 
hypoxia when the local oxygen concentration  ܱሺଓԦሻ , drops 
below hypoxic threshold ܱ௬  and becomes necrotic when ܱሺଓԦሻ  drops below necrotic threshold  ܱ . Normal and 
hypoxic cells consume oxygen and glucose to support their 
growth and proliferation. We assume that normal cells have 
same oxygen consumption rate ܥ and glucose consumption 
rate ܥwith hypoxic cells. Active tumor cells proliferate at a 
rate which depends on the oxygen partial pressure according 
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to a Michaelis-Menten form. We model a tumor cell's growth 
by increasing its target volume ௧ܸ at each MCS according to: ݀ ௧ܸ݀ݐ ൌ ݃ ܱሺଓԦሻܱሺଓԦሻ  ܲ                              ሺ3ሻ 

where ݃  is the maximum growth rate, ܱሺଓԦሻ  is the 
oxygen concentration at center-of-mass of a cell and P is an 
positive control constant. The initial target volume for tumor 
cells is ܸ. When a tumor cell reaches the doubling volume ௗܸ  ൌ  2 ܸ , it divides and splits along a random axis into 
two tumor cells with equal initial target volumes ܸ  [4]. 
Necrotic cells lose volume at a constant rate k. A zero 
volume cells will be removed from the system after a given 
time ݐே. Some experiments suggest that the majority of cell 
death in spheroids occurs by necrosis [9]. In our model, cell 
death means strictly necrosis, we don't consider apoptosis. 
The extracellular medium (ECM) is a complex mixture of 
nondiffusing macromolecules which maintains the integrity 
of normal tissues. Different with tumor cells, we define ECM 
cell as a generalized, non-fully functional medium type of 
object. In our model, the ECM cells have low cellular 
motility and don't undergo normal cell cycle (don't divide, 
grow or die).  

B. p27 Induced Cancer Cell Quiescence 
In normal cells, hypoxia simply slows down the cell-

cycle, whereas in cancer cells it induces both arrest and 
quiescence (G0 phase) [16]. When cells go into a quiescent 
state, most of their functions, including proliferation, are 
suspended. The ability of cancer cells become quiescent 
provides them with a remarkable resistance to hypoxia [34]. 
In order to model the effect of hypoxia on the cell-cycle we 
consider a protein in the CDK network, protein p27, which 
inhibits DNA synthesis through inhabiting CDK2 activity 
and forestalling S phase entry through retinoblastoma protein 
hypophosphorylation [19].  

Gardner et al. [19] have proposed mechanism for 
hypoxia induced cell-cycle arrest in normal cells (fibroblasts), 
based on which Alarcón et al. [6] have proposed a simplified 
version to investigate how p27 expression regulating cancer 
cell cycle. Building on these two models and experimental 
information on the effects of hypoxia on the cell-cycle, we 
create a mathematical model for hypoxia induced p27 
production z of a single tumor cell by: ݀ݐ݀ݖ ൌ ܿଵ െ ܿଶ ܱሺଓԦሻܭଵ  ܱሺଓԦሻ ݖ െ  ܯ ଶܭݖ   ሺ4ሻ        ݖ

where ܿଵ and ܿଶ control the production rate of p27, ܭଵ 
and ܭଶ are Michaelis constants, and ܯ  is the maximum 
decay velocity of p27. p27 dynamics depends on the oxygen 
tension, which is reset to initial value at each end of cell 
division. We assume that hypoxic tumor cells become 
quiescent when its p27 value rises above some threshold 
value ܼ. 
 

C. Implementation and Parameters 
Our model is implemented using the open-source 

CompuCell3D simulation environment [31]. The dimension 
of the 3D lattice domain in voxels is 90×90×90 with periodic 
boundary conditions. Each simulated tumor cell occupies a 
27 voxels as initial volume ܸ . In our simulations, the initial 
size of a simulated tumor cell is 480 µm, which is about 60 
times greater than the size of a real cell [32, 7].  

It takes approximately 8h to 24h for a cell to progress 
through the entire cell-cycle once depending on the types of 
cells [2], and we chose an intermediate value 16h in this 
model. The conversation of a physical diffusion constant into 
a computational environment depends on the time and 
distance scales we choose. Abbas et al. [12] have used 1000 
MCS ~ 24h as time scale in their simulations based on the 
speed of cell movement. Since the simulated tumor cells in 
our simulation are relatively stable in their positions, we 
chose 100 MCS ~ 24h. All cell species parameters and 
diffusion constants of related substrates have been measured 
experimentally and are summarized in TABLE I. . 

The mechanism of this model consists of three scales: 
chemicals diffusing in extracellular level, cell cycle in 
cellular level and p27 expression in subcellular level. At each 
MCS, we first solve the PDEs to obtain the concentrations of 
metabolites for each cell, and then update the cell's target 
volume and its p27 expression based on current oxygen 
concentration. The cell reacts to its local environment in the 
following steps: 

1) A normal tumor cell turns into hypoxic type if its 
oxygen concentration bellows ܱ; 

2) A normal or hypoxic cell becomes necrotic if its 
oxygen concentration bellows ܱ  or its glucose 
concentration bellows ܩ; 

3) A hypoxic cell becomes quiescent if its p27 expression 
is above ܼ; 

4) A quiescent cell turns into necrotic if its local oxygen 
concentration has fallen below ܱ for 3 days (300 MCS) or 
longer. 

III. RESULTS 
We start our simulation with a single generalized tumor 

cell near the center of the cubic lattice. Figure 1.  shows the 
cross sections of the same tumor mass at different stages of 
growth: the initial proliferating cell aggregate, the onset of 
quiescence and the present of a necrotic domain. Figure 2.  
shows the growth curves of a solid tumor in comparison with 
experimental data of B16-F10 murine melanoma tumors 
growing in mice. 

The tumor size was collected in cm3 for 25 days after the 
mice were given by B16 cells. We use a medium tumor 
cellular density, 2.0×106 cells/cm3, to estimate the cell 
amount. The tumor begins exponential growth after day 7 
(Figure 2. ). Due to diffusion limited oxygen cannot support 
the cells in the interior, hypoxic cells appear during 8 ~ 10 
days and quiescent cells are observed 12 ~ 24h later. The 
necrotic domain forms around 18 ~ 20 days. The time at 
which this occurs depends on the initial oxygen 
concentration in the surrounding tissue. 
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Our model also reproduces the fact that p27 expression is 
upregulated in hypoxic tumor cells. In Figure 3. , the 
concentration of p27 grows over time until the control 
system is reset to its initial condition. This pattern is repeated 
cyclically each time the cell divides. We compare the p27 
expression of normal and hypoxic cells over time, and 
estimate an appropriate range of threshold values over which 
cell enters G0 phase. The chosen of this threshold value has a 
direct effect on the thickness of quiescence and necrosis 
domains, which we will discuss in more detail later. In 
addition, Figure 3. also shows how division time varies 
depending on oxygen concentration. With lower oxygen 
tension, the tumor cell cycle has been extended and 
eventually arrested when cell turning into quiescent. 

IV. DISCUSSION 
Our model produces a solid avascular tumor growth from 

a single generalized cancer cell during 25 days. Due to 
limited supply of oxygen, the simulated tumor presents a 
necrotic core at the center of the spheroid which is 
surrounded by proliferating and quiescent cells at the surface 
and intermediate layer respectively. This model demonstrates 
multiscale events of solid tumor growth as dynamics 
progress and also present how tumor cells adapt hypoxia by 
changing its phenotype from aerobic to anaerobic glycolysis. 
The outcomes of our simulation consistent with a clinical 
study of B16 F10 murine melanoma tumor in mice.  

At the subcellular level, we have focused on the role of 
the protein p27 as a mediator of cell response to oxygen 
starvation, in particular hypoxia-induced arrest and 
quiescence. Analysis based on the cell-cycle, this model 
explains the part of cancer cell's ability of adapting hash 
environment. Our model successfully produces how oxygen 
concentration affects the expression of protein p27. This 
model is also successful in simulating p27 induced 
quiescence, in agreement with experimental observations [16, 
19]. In addition, our simulation gives an appropriate range of 
p27 threshold value, above which cancer cell will turn into 
quiescent.  

While our model is consistent with a number of 
experimental observations, it still far beyond to explain 
avascular growth in other aspects as well as possesses some 
shortcomings that require further refinement. First, our 
model should incorporate cell apoptosis, since all the cell 
death in our model undergoes necrosis when the level of 
oxygen or glucose below a threshold. Second, it does not 
include cell's behavior under acidity environment, and does 
not distinguish properly with cell cycle arrest with 
quiescence: in our simulation, cell will exit the normal cell 
cycle by entering G0 phase as soon as the level of p27 is 
above ܼ . Biologically, the justification for this is that the 
cell can only become quiescent during G1 phase. In our 
future work, we will add a mechanism to inspect the cell 
cycle phases for each cell. On the other hand, we will extent 
this model into cancer gene therapy modeling, where the 
dynamics of drug delivery agents will be incorporated. 
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Figure 2.  Growth curve of the simulated tumor comparing with B16 
F10 murine melanoma tumor in mice. The solid line corresponds to B16 

F10 tumor growth curve whereas the dashed line corresponds to the 
simulated tumor growth curve. 

 

Figure 3.  Diagram showing how levels of p27 expression varies for the 
normal and hypoxic cancer cells at different oxygen tensions. 

 

 

TABLE I.  A SUMMARY OF THE CELL SPECIFIC PARAMETERS AND MICRO-ENVIRONMENT SPECIFIC PARAMETERS 

Variable Biological Quantity Value References 
V0 Tumor cell initial volume 27 voxel  
Vd Tumor cell doubling volume 54 voxel  
g Maximum growth rate of individual cell 0.15-0.3  
Co Base oxygen consumption rate 8.28×10-13 mol cells-1h-1 [12] ܥ Aerobic glucose consumption rate 1.368×10-13 mol cells-1h-1 [12] ܥ Anaerobic glucose consumption rate 2.484×10-12 mol cells-1h-1 [1] 
Sh Hydrogen production rate 5.4×10-15 mol cells-1h-1 [21] 
Ohp Hypoxia oxygen threshold 3.28× 10-9 mol cm-2 [21] 
Onc Necrosis oxygen threshold 1.12× 10-9 mol cm-3 [3] 
Dc Oxygen diffusion constant 6.48×10-2 cm2h-1 [12] 
Dg Glucose diffusion constant 3.96×10-2 cm2h-1 [12] 
Dh Hydrogen ion diffusion constant 3.96×10-2cm2h-1 [8] 
O0 Oxygen background concentration 40-60 mm Hg [29] 
G0 Glucose background concentration 6±1 mM [22] 
H0 H+ background concentration 3.98×10-11 mol cm-3 pH=7.4 [10] 
Zp p27 induced quiescence threshold  0.21-0.23  
C1 Control factor in Eq.(4) 0.01  
C2 Control factor in Eq.(4) 0.007  
Km1 Michaelis constant in Eq.(4) 0.01  
Km2 Michaelis constant in Eq.(4) 100  
Mm Maximum decay velocity of p27 0.01  
tN Necrotic cell removal rate 1-3 cell cycles  
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