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Abstract. It is necessary to develop efficient methods for retrieving the 3D models in a large database. In 
the past, 3D model uses only the relationship between multi-points but losses the geometric structure of the 
original model. In this paper, a system, which can preserve the local geometry information of model, is 
presented for robust shape retrieval from 3D models. The 3D model is first represented by 2D shapes of 
various different angles. Each 2D shape is represented by a discrete set of n points. Next, an efficient 
algorithm for rotation invariance is proposed. In the algorithm, the rotated shape contexts together are 
clustered and label each cluster so that the shape contexts in each cluster have the same label. Using the 
histogram of label frequencies can quickly and efficiently search for similar or rotational shapes. The 
experimental results have shown that our system is effective and has better retrieval results than the existing 
systems. 
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1. Introduction 
In recent years, there have been a large number of advances in 3D model acquisition technology [1-5]. 

Since objects can be described by various features, we evaluate the similarity by the image properties. 
However, the complexity is increased by the number of features. It is important to utilize a few features that 
are representative. To retrieve similar images, we should compute the similarity between images. Shape is a 
distinguishable feature which can make coarse discriminations quickly. Therefore, adding shape matching 
can increase the performance of an image retrieval system [6]. Accordingly, the retrieval of 3D shapes [7] is 
very important for indexing image or textual data in practice and research interests and we will focus on 
shape matching for region-based image retrieval in the paper. 

Given a database of 3D shapes and a query shape, a shape retrieval algorithm is to return shapes, which 
is visual similarity to the query shape, from the database. Many retrieval algorithms have been proposed [8-
12]. Generally, each shape is characterized by a shape descriptor. Commonly used quality criteria for shape 
descriptors include invariance to rigid-body transformations, scaling, bending and moderate stretching, 
robustness against noise and data degeneracy, and storage and computational costs. Most state-of-the-art 
descriptors are designed to be invariant to only rigid-body transformations and uniform scaling. Hence, it is 
no surprise that they do not perform well when applied to shapes having non-rigid transformations such as 
bending or stretching, which are obviously harder to handle due to their non-linearity and increased degrees 
of freedom. 

The paper will present an efficient algorithm for 3D shape-based model retrieval system. The 3D model 
is first represented by 2D shapes of various different angles. Next, an algorithm takes into account the shape 
context for rotating objects when performing clustering, and assign the same shape labels to a shape and its 
rotation. Thus, our system can find similar shapes in the database for a query image no matter they are 
rotations with each other. The experimental results have shown that our system is effective and has better 
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retrieval performance than the existing systems. The remainder of this paper is organized as follows. In 
section II, we outline the proposed 3D model retrieval system. We describe how to represent 3D model by 
2D shapes of various different angles and an efficient rotation invariance algorithm in section III. The 
experimental results are summarized in section IV. Finally, we conclude in section V. 

2. View Based 3D Shape Retrieval 
The proposed 3D shape retrieval framework is shown in Figure 1. To retrieve efficiently 3D models, we 

present a view based method to transform 3D model into 2D shapes of various different angles. To quickly 
and efficiently search for 3D models, an efficient rotation invariance algorithm, which will be described in 
detail in the next section, is proposed before the feature matching step. 

 

 
Fig. 1: 3D shape retrieval framework. 

3D models look different when viewed from different viewpoints. Based on this idea, the space of views 
can be partitioned into view classes. Within each class, the views share a certain property. If two models are 
similar, they should look similar from all viewing angles. Our 3D model retrieval system is based on the 
view based representations that similar 3D models look similar from the same viewpoints. Therefore, a 
number of views (2D projections) of objects could be used to represent the models. The remainder of this 
section will describe the methods in which a number of views of the 3D models are generated for the 
purposes of similarity matching. Let azimuth be a polar angle in the x-y plane with positive angles indicating 
counterclockwise rotation of the viewpoint and elevation be the positive angle or negative angle of the x-z 
plane. According to the definitions, the azimuth ranges between 0° and 360° and the elevation ranges 
between -90° and 90°. Given a 3D model, we take out the 2D shapes from azimuth and elevation per 30°. 
Hence, we will generate 12×6=72 2D shapes from the 3D model. 

To retrieve similar models, we should compute the similarity between models. The similarity is 
evaluated by 72 2D shapes. Let a, b be two 3D models to be compared. The similarity measure is defined as 
follows: 
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where Iaik, Ibik are the 2D shapes generated from the view based representation and the distance d is a 
Euclidean distance function that represents the shortest distance along each axis between two points. 

The shape rotation has significant influence on the similarity measure and retrieval performance for 2D 
shape retrieval from 3D models. In the next section, we will present an efficient algorithm for rotation 
invariance. In the algorithm, the rotated shape contexts together are first clustered and then label each cluster 
so that the shape contexts in each cluster have the same label. Using the histogram of label frequencies can 
quickly and efficiently search for similar or rotational shapes. 

3. Rotation-Invariant Algorithm  
In this section, we first describe retrieval by shape contexts to formulate the rotated object matching 

problem. Next, the rotation invariance algorithm based on the k-means clustering method [13] is proposed. 
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3.1. Problem Formulation 
The shape context analysis begins by taking n samples from the edge elements on the shape. Then, a 

shape is represented by a discrete set of points sampled from its contours. These points can be obtained as 
locations of edge pixels as found by an edge detector, giving us a set P = {p1, p2, …, pn}, pi∈R2, of n points. 
When we consider the set of vectors originating from a point to all other sample points on a shape, these n-1 
vectors express the configuration of the entire shape relative to the reference point. One compact way to 
capture this information is the distribution of the relative positions of the remaining n-1 points in a spatial 
histogram. Concretely, for a point pi on the shape, we compute a coarse histogram hi of the relative 
coordinates of the remaining n-1 points, 
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This histogram is defined to be the shape context of pi. Thus, each shape can obtain n shape contexts. To 
make the descriptor more sensitive to positions of nearby sample points than to those of points farther away, 
we use bins that are uniform in log-polar space. It should be noticed that in the absence of background clutter, 
the shape context of a point on a shape is made scale invariant by normalizing all radial distances by the 
mean distance α between the n2 point pairs in the shape. 

We observe that shape contexts will be different for different points on a single shape S; however, 
corresponding (homologous) points on similar shapes S and S′ will tend to have similar shape contexts. By 
using shape contexts as shape descriptor, we can quickly determine which shapes in the database are similar 
to the query shape. The basic idea is using vector quantization on the shape contexts. With ⏐S⏐known shapes, 
and shape contexts computed at n sample points on these shapes, the full set of shape contexts for the known 
shapes consists of ⏐S⏐×n d-dimensional vectors where d is the total number of bins in a shape context 
histogram. A compression technique for dealing with such a large amount of data is vector quantization. 
Vector quantization involves clustering the vectors and then representing each vector by the index of the 
cluster that it belongs to. These indexes are called shape labels.  

To represent each shape with shape labels, all of the shape contexts from the known set are first 
transformed to d-dimensional vectors and considered as points in a d-dimensional space. These vectors are 
called shape context vectors. Then the k-means clustering can be performed to obtain k clusters and label 
each group by an integer in {1, 2, …, k}. Each d-dimensional shape context vector is quantized to its nearest 
clusters and replaced by its shape label. A known shape is then simplified into a histogram of shape label 
frequencies. We have reduced each collection of n shape contexts (d bin histograms) to a single histogram 
with k bins. 

Since the corresponding points on similar shapes have similar shape contexts, similar shapes will have 
similar shape contexts. If we use a shape label to replace a shape context, then similar shapes will have 
similar histogram of shape label frequencies. This property is used to match a query shape. The same vector 
quantization and histogram creation operation is performed on the shape contexts from the query shape. We 
then find nearest neighbors in the space of histogram of shape label frequencies. 

However, if a shape is rotated, the distribution of shape labels will be different. The corresponding points 
(which are marked) have different shape contexts for one shape and its rotation by 180o  and are replaced 
with different shape labels. Obviously, this causes dissimilar histograms of shape label frequencies between 
the shape and its rotation. If we perform image retrieval by using the set of shape labels directly, the rotated 
object will not be found. We need an efficient algorithm to solve this problem. 

3.2. The Rotation Invariance Algorithm 
For two corresponding points on one shape and its rotation, we can find that one shape context vector 

can be derived by circularly shifting another shape context vector. The shifting position is a multiple of the 
number of bins for log r in the log-polar space. By using this kind of shifting on a shape context vector, there 
are different shape context vectors as many as the number of bins for θ. Each shape context vector 
corresponds to one rotation that can be realized with respect to the original shape in the log-polar space. 

From the discussion above, we consider that all shape context vectors that can be derived by circular 
shift represents the corresponding points for one shape and all of its rotations. Therefore, these shape context 
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vectors should be clustered together and replaced with the same shape label. For this purpose, we propose the 
rotation invariance algorithm as follows. 

First, the absolute distance and representative shape context vector for 2 shape context vector in our log-
polar space: 

For two shape context vectors ( )1 2 60, , ,X x x x= K and ( )1 2 60, , ,Y y y y= K , the absolute distance of X 
and Y is denoted as XYD  and its computation is 
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The representative shape context vector is denoted as Y′ and defined as 
arg min , 1 12

i
iR
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We use the absolute distance of two shape context vectors to measure the similarity of their shape 
context. The smaller the absolute distance, the more similar the two shape contexts are. We can see the 
absolute distance will be zero for two shape context vectors when their shape contexts are derived from 
corresponding points of a shape and its rotation. The steps for the rotation invariance algorithm are further 
described as follows. 

Step 1: When there are N shape contexts in the database, the user decide the number of clusters, k. 
Step 2: Select k shape contexts arbitrarily, and consider them as the centroid of each cluster. 
Step 3: Use our proposed method to calculate the distance between each shape context and the centroid. 

That is, fixing the vector of centroid and rotating the vector of shape context by a multiple of a constant. 
Compute the minimum distance between rotated vectors and centroid, and record the rotated vector which is 
minimal. 

Step 4: Group shape contexts according to the minimal distance. Compute the shape context which is 
closest to the centroid and include it into the group. 

Step 5: If a shape context switches its cluster in step 4, update the centroid of the cluster: 

group
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Step 6: Repeat step 3, step 4 and step 5 until all of them are optimally clustered. 

4. Experimental Results 
Up to now, we are incapable of proving theoretically that there is a shape 3D model retrieval system is 

optimal. The most comprehensive comparative study of retrieval algorithms for 3D models is based on the 
now well-known Princeton Shape Benchmark [14]. The test set of the Princeton Shape Benchmark database 
contains 907 3D models in 92 categories. We retrieve the most similar 3D models for each query 3D model 
from the set by using the proposed 3D retrieval framework. 

The average precision versus recall [15] is used to measure the retrieval performance in this experiment. 
We have compared the existing visual similarity system [16] with rotation invariance and without rotation 
3D models in the proposed system as shown in Figure 2. The experimental results have shown that our 
system is effective and has better retrieval results than the existing systems.  

5. Conclusions 
In this paper, a 3D model retrieval system based on viewpoint representation is proposed. In this system, 

the view based approach is robust against rotation. The proposed rotational-invariant algorithm is adopted in 
the vector quantization process of shape contexts for the image database and groups similar shape contexts of 
images in the same cluster whether images are rotated or not. Therefore, the similar shapes will have some 
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shape labels to the query object and can be retrieved by our system. This means our system has better 
retrieval performance than the other existing methods. The experiments on Princeton Shape Benchmark set 
confirm that our system has higher precision at all recall levels.  

 

 
Fig. 2: Average precision vs. recall results from query with all categories. 
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